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Abstract. We model energetic particle injections during substorms by investigating the
particle interaction with an Earthward-propagating electromagnetic pulse of spatially-
localized transient electric and magnetic fields, superposed over a background magnetic
field. The current work extends our previous model by considering the background field
to be non-dipolar (stretched) before the arrival of the pulse (i.e. during the substorm
growth phase), and changing in a time-dependent manner and becoming a dipole field
in the wake of the pulse. The particle motion still conserves the first adiabatic invari-
ant, even in the stretched magnetic field, and both protons and electrons are convected
Earthward by the E×B drift to regions of higher field values, undergoing betatron ac-
celeration. As in the previous model, we find fully-analytical solutions for the particle
gyrocenter motion, and we apply these solutions to compute the injected particle flux.
We discuss how the model can explain several substorm injection features such as the
low/high energy cutoffs and finally we apply the model solutions to a simulation of an
actual injection event, obtaining good agreement with observations. The current results
with the more realistic background field show significant increase in particle flux enhance-
ment for “substorm energies” (tens to hundreds of keVs) and typical pulse parameters
compared to the case of a dipole background, leading to the conclusion that the parti-
cles have to arrive from closer to Earth than obtained before in order to explain the ob-
served injected flux levels. The new model provides a better fit to observations than the
previous study, because it requires lower transient electric fields (more realistic of a typ-
ical substorm), and thus better explains the ubiquity of particle injections associated with
substorms.

1. Introduction

One of the most typical indicators of a magnetospheric
substorm onset is the “injection” of high-energy particles
(typically between tens and a few hundred keVs) into the
nightside region of the magnetosphere. During a substorm
injection, the particle energization can be almost simultane-
ous for a wide range of energies — the rise in particle flux for
different energies occurs within 1min. In such a case, the in-
jection is called “dispersionless.” Dispersionless injections,
characterized by sudden, large increases in particle fluxes
(one to two orders of magnitude), are generally localized
near midnight in local time [Belian et al., 1978; Lopez et al.,
1990; Thomsen et al., 2001] (with the exception of a few
which can occur away from midnight [Friedel et al., 1996]),
and are confined to a rather narrow local-time “wedge” of
typically 60◦ to 70◦ [e.g., Clauer and McPherron, 1974].

Another interesting property of the injections is that
there seems to be a clear radial propagation pattern in the
Earthward direction: radially displaced satellites have def-
initely shown [Russell and McPherron, 1973; Moore et al.,
1981; Reeves et al., 1996] that the injection occurs first at
the outer satellite.

In order to explain where the injected particles come
from and what their energization mechanism is, injections
of particles with “substorm energies” (up to a few hundred
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keV) have been successfully modeled by tracing the parti-
cle motion in given electric and magnetic fields [Birn et al.,
1997b, 1998; Li et al., 1998; Zaharia et al., 2000; Birn et al.,
2003]. While Birn et al. compute the motion in the time-
dependent fields of an MHD simulation, the models of Li
et al. [1998] and Zaharia et al. [2000] postulate an electro-
magnetic “dipolarization pulse” originating at the time of
substorm onset and propagating Earthward, and analyze in-
dividual particle motion in the combined fields of the pulse
and a dipolar background magnetic field. In such a model
the particles are transported adiabatically Earthward by the
E×B drift and accelerated via betatron acceleration. The
work of Li et al. [1998] (and its later refinement by Sarris
et al. [2002]) presents numerical solutions for the particle
trajectories, while Zaharia et al. [2000] manage to find an-
alytical solutions for the particle motion, with both studies
showing good agreement between predicted fluxes and ob-
servations. The results of Li et al. and Zaharia et al. do
differ in an important aspect, however, and that is the source
location for the particles that arrive at geostationary orbit.
While Li et al. obtain from their electron injection analysis
that more than 90% of the enhancement is due to electrons
originally at R0 > 9 RE , Zaharia et al. find that virtually all
particles arrive from distances less than 9 RE from Earth.

While these types of particle tracing models do not try
to explain how the dipolarization pulse forms, there is am-
ple observational verification at the time of substorm onset
of such electromagnetic pulses, characterized by transient
electric and magnetic fields. For example, Sheperd et al.
[1980] found from Geos 2 observations that large transient
westward electric fields exist in the plasma sheet during the
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substorm expansion phase. These fields can have very large
magnitudes, with documented values as high as 50mV/m
[Fairfield et al., 1998]. In an electromagnetic pulse, the elec-
tric field is accompanied by an inductively-consistent mag-
netic field. Such a field has been observed as well, and stud-
ies [Aggson et al., 1983] have demonstrated a clear correla-
tion between the electric and magnetic field fluctuations, i.e.
their inductive nature.

The present work is an extension of our previous study
[Zaharia et al., 2000] of particle injections. We pursue two
objectives in this paper. The main goal consists in improv-
ing the transport model for the injected particles. While
the previous pulse models [Li et al., 1998; Zaharia et al.,
2000] strive to assign realistic, observation-based parameters
for the dipolarization pulse, they use dipolar configurations
to represent the background magnetic field over which the
pulse field is superposed. Even though the models modify
the dipole field values to take into the account the diamag-
netic effect of the ring current, this is insufficient in the
magnetotail, where the cross-tail current has a strong effect
and dramatically changes the dipolar configuration, espe-
cially during times such as the substorm growth phase. Due
to the large discrepancy between a dipolar field and the real
field configuration (and their different variation with dis-
tance from Earth), the dipole choice is a simplification which
can adversely affect the model results.

It is well known that during the growth phase the mag-
netic field lines become quite stretched (“tail-like”) in the
near-Earth magnetotail, even at geosynchronous orbit [e.g.,
Kaufmann, 1987; Maynard et al., 1996], with field values sig-
nificantly decreased compared to quiet times (and to a dipo-
lar configuration). The discrepancy between the real and the
dipolar configuration during the growth phase is even more
accentuated farther in the magnetotail. For example, in the
equatorial plane at 15 RE the dipole model would result in
a value of 9 nT for the magnetic field, whereas the actual
field value during disturbed conditions is much lower: for
example the T96 empirical model [Tsyganenko, 1995; Tsy-
ganenko and Stern, 1996] with parameters BZIMF = −5 nT,
BY IMF = 0, PSW = 3.5 nT and Dst = −5 rmnT predicts
a value of only about 2 nT there. To address this issue, the
new background magnetic field used in this study is signif-
icantly stretched (i.e. field values much lower in the equa-
torial plane) compared to a dipole field before the dipo-
larization (substorm onset) and only returns to a dipolar
configuration after the dipolarization wave has passed.

A second, less central objective of the present work is
a more detailed discussion of the physical features of our
model, and how the particle injection process depends on
the different model parameters. While in our previous study
[Zaharia et al., 2000] we presented computations of particle
fluxes for different injections, in this paper we will also in-
vestigate how observational constraints in conjunction with
model results can impose physical limits on the model pa-
rameters, and also how the model can explain other features
of the injection process, such as the observed “cutoffs” in in-
jected fluxes during substorms, seen at both low and high
energies.

As in our previous study, we obtain analytical solutions
for the particle orbits, greatly reducing the amount of com-
putational work needed for the flux calculation. The avail-
ability of analytical solutions combined with the relatively
small number of parameters in the model provide increased
physical insight into the transport and acceleration mecha-
nisms and their dependence on physical quantities describ-
ing the dipolarization process.

The main result of the present work is that with a more
realistic background magnetic field taken into account, the
particle flux increase is significantly larger than in the case
of dipolar background, for the same pulse parameters. This
fact arises as a combined consequence of two opposing but

unequal effects: the slightly lower transport is more than
counteracted by a higher effectiveness of betatron accelera-
tion with the more realistic background field. The latter is
due to the fact that the ratio between the final field and the
field at the particle’s initial position is larger in this model
than in the case of a dipolar background (for the same two
locations). The larger energization leads to another conclu-
sion, that particles injected at geosynchronous orbit arrive
from even closer distances in the near-Earth plasma sheet
(1 or 2 RE away from geosynchronous) and that even mod-
est substorm electric fields are sufficient for explaining the
observed flux increases. The new model, by requiring lower
transient electric fields (more realistic of a typical substorm
than the ones in the previous study) provides a better fit
to observations of substorm injections and better explains
the ubiquity of the injections as one of the most reliable
predictors of substorm onset.

The organization of the paper is as follows: In Section 2
we lay out the theoretical details of the particle transport
and energization in the fields of a prescribed dipolariza-
tion pulse superposed on a time-dependent background field,
which allows for completely analytical solutions for the par-
ticle gyrocenter (the solutions proper are presented in the
Appendix). Section 3 presents and discusses the obtained
particle trajectories with realistic parameters as input. We
also discuss the low and high-energy injection cutoffs, com-
pare the energization with the previous case and present
constraints imposed by the results on the model parameters.
Once the particle orbits are found, the fluxes can be easily
computed using Liouville’s theorem. The flux computation
at “virtual” satellites and comparison with previous compu-
tations and with geosynchronous satellite observations are
presented in Section 4. Section 5 further discusses the model
results, summarizes the paper and presents several conclu-
sions.

2. Model

As in our previous study [Zaharia et al., 2000], we assume
that at substorm onset an Earthward-propagating dipolar-
ization wave is generated, i.e. an electromagnetic pulse
with velocity V0, westward E and consistent (inductive)
δB fields. This pulse will be superposed on a new, more re-
alistic background field, which will change from a stretched
structure before the pulse (i.e. during the growth phase) to
a dipolar one in the wake of the pulse. Before discussing the
background field, let us analyze the pulse proper. The elec-
tric (Eφ) and magnetic (δBZ) fields of the pulse are linked
through Faraday’s law, whose component in the Z-direction
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Figure 1. Electric and magnetic fields in the midnight
sector in the cylindrical coordinate system (R, φ, Z) cen-
tered at Earth. The westward Eφ and northward δBZ are
the transient fields of the Earthward-propagating pulse;
B0 represents the background magnetic field (cf. [Zaharia
et al., 2000]).
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of a cylindrical coordinate system (Equation 2 of [Zaharia
et al., 2000]) is (assuming for now that the background field
is time-independent)

∂

∂R
(REφ) = −∂ (R δBZ)

∂t
(1)

The cylindrical coordinate system (R, φ, Z) has R = 0 at
the center of the Earth, Z = 0 defining the equatorial plane
(in this paper by “equator” we mean “magnetic equator”),
and φ zero at noon local time and positive towards dusk (see
Figure 1). This choice for φ is slightly different from the one
in the previous work, and has been chosen to allow a better
connection with the commonly-used GSM magnetospheric
coordinate system. Solving as before Equation (1) one ob-
tains for a pulse propagating Earthward (i.e. towards lower
R) with a constant velocity V0 the general solutions (start-
ing from zero perturbation fields, and with time-independent
background field) in the form [Zaharia et al., 2000]

REφ = f(R + V0t, φ) (2)

RδBZ = −f(R + V0t, φ)

V0
(3)

As the electric field is westward (Eφ < 0) and V0 > 0,
one has δBZ > 0, i.e. the pulse magnetic field acts to in-
crease the background field (see Figure 1). In Equations (2)
and (3) f is an arbitrary function of R + V0t and φ. Once a
particular form for f and the background field are specified,
the particle gyrocenter motion will be explicitly calculated
in the pulse and background fields.

We note from Equations (2) and (3) that if either the
electric or magnetic “perturbation” field returns to zero af-
ter the pulse passes, the other one will return to zero as
well. Since we want the pulse to effectively “dipolarize” the
background field, the “perturbation” magnetic field should
not return to zero after the pulse passes, and we will soon
see that this presents a problem of field continuity if one
requires the electric field to be zero both before as well as
in the wake of the pulse.

2.1. Field continuity for a propagating pulse changing
the “background” B-field

One can easily show that an electromagnetic pulse with
both perturbed electric/magnetic fields going to zero at the
beginning and at the end cannot change the background B
in the wake of the pulse. Let us now allow the background
field to be changed by the dipolarization pulse, and thus
have a time-dependent form

Bback = Bdip −
Bc

R
h(ξ) (4)

where Bdip is the dipolar field, Bc is a constant (with dimen-
sions of magnetic field times distance) and h(ξ) an arbitrary
function of ξ = R + V0t, the radial argument of the pulse
wave function. To have the field stretched before the pulse
and dipolar in its wake, let us assume h(ξ) to be a constant
before the pulse arrives, and let h change such that after the
pulse passes a certain location h becomes zero there, i.e. the
background field reverts to dipolar. On this field we want to
superpose a “pulse field” in the form δBZ = E0R(ξ)/(V0R)
(we neglect the φ dependence for now). We want the func-
tion R above to be zero both in front as well as in the
wake of the pulse. Leaving R an arbitrary function at this
point and integrating the Z-component of Faraday’s law for
this case [since the “background” magnetic field has a time-

dependence through h(ξ) in this case, there will be an addi-
tional term corresponding to it in Equation (1)] , we obtain

REφ

˛̨̨̨
ξ=ξf

−REφ

˛̨̨̨
ξ=ξi

= −E0 [R (ξf )−R (ξi)] + V0Bc [h (ξf )− h (ξi)]

(5)

If now initially (before the pulse arrives at a certain lo-
cation) we allow in Equation (4) h(ξ = ξi) > 0 (such that
the field is lower than dipolar) and to be a constant (which
we incorporate into Bc, thus setting h to 1) and at the end
of the pulse h(ξ = ξf ) = 0 (such that the field reverts to
dipolar), one has from the equation above

REφ

˛̨̨̨
ξ=ξf

−REφ

˛̨̨̨
ξ=ξi

= −V0Bc, (6)

where we also used R(ξf ) = R(ξi) = 0 (that is, the pulse
has a limited radial extent).

From Equation (6) one sees that if the electric field is zero
in front of the pulse, it will be non-zero at the end, and will
have a constant (westward) value −V0Bc! This is counter to
observations showing that the westward field after substorm
onset is much lower than during the growth phase and about
zero on average [e.g., Maynard et al., 1996].

As an aside, we remark that the problem above would
not appear if the magnetospheric reconfiguration were to be
achieved not by a propagating pulse, but through some other
means. For example, if a “global” reconfiguration of the
whole magnetosphere is considered, one can set the electric
fields at the beginning and at the end of the reconfiguration
process to zero [Delcourt et al., 1990]. Nevertheless, such a
global reconfiguration is unrealistic for the substorm onset,
as it is not consistent with observations [e.g., Liou et al.,
2002] showing a clear propagation of a locally-excited dipo-
larization region. A “global” reconfiguration could, however,
an appropriate description of the substorm growth phase,
during which magnetic field changes are slow, stretching over
a period of up to one hour.

If we wish to describe the dipolarization of the back-
ground field as taking place solely through the propagating
pulse, then Equation (6) clearly stipulates that we cannot
start and end with the same value for the equatorial az-
imuthal electric field. If we assume that the electric field
vanishes after the passage of the pulse, one way around the
problem above is to consider a small eastward field at the
beginning of the pulse. The need for such an eastward field
might appear at this point to be just a mathematical require-
ment without physical relevance. We note however that the
existence of such an eastward field is actually supported by
observations. Indeed, CRRES studies [Maynard et al., 1996;
Erickson et al., 2000] have shown that the electric field con-
sistently reverses sign from dawn-dusk to dusk-dawn direc-
tion for a short period just before the dipolarization (sub-
storm onset) (see Figure 2 of Erickson et al. [2000]).

We will therefore study the injection problem by con-
sidering a small starting eastward electric field before the
pulse. We note that this electric field is not necessarily due
to any propagating event, nor is it necessarily inductive,
even though it could be related to a magnetosphere-wide re-
configuration of the type studied by Delcourt et al. [1990];
Delcourt [2002]. From the point of view of our study (i.e.
particle tracing), its exact nature is not relevant. We will
also see that this constant E-field in the front of the pulse
has a very small effect on the particle motion.

2.2. Background magnetic field

To obtain the total fields, we superpose the pulse fields
upon a new time-dependent, more realistic background mag-
netic field. This field is chosen by giving a particular value
to h(ξ) in Equation (4), and have the form
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Figure 2. Magnetic field profile along the midnight
meridian in the equatorial plane for: dipole (dashed),
T96 with BZIMF = −5 nT, BY IMF = 0, PSW = 3.5 nT
and Dst = −5 nT (dash-dotted) and our new model back-
ground field before substorm onset (solid line).

B0(R, φ, Z = 0) =

(
BE

„
RE

R

«3

− Bc

R
· [1−

H (ξ − ξ2)
ξ − ξ2

∆3

–ff
ẑ (7)

where H is the Heaviside function,

H(x) =

(
0 if x < 0,

1 if x ≥ 0,
(8)

BE and RE are the field value at the equator on Earth’s sur-
face and the Earth radius, respectively, while as mentioned
Bc > 0 is a constant and ξ is the radial argument of the wave
function, ξ = R+V0t (indicating the “phase” of the dipolar-
ization wave). The other two quantities are ξ2, indicating a
certain position on the wave form in front of which (ξ < ξ2)
the background field is stretched (lower than dipolar), and
in the wake of which (ξ > ξ2) the field relaxes to dipo-
lar. As the dipolarization wave moves Earthward, the point
of constant ξ2 moves towards lower R values, thus revert-
ing the B-field everywhere to a dipolar state. The dimen-
sional constant ∆3 determines the length scale over which
the background field reverts to dipolar values in the wake of
the pulse. The formula above is only valid for ξ ≤ ξ2 + ∆3

(at equality, the background field has completely reverted
to dipolar, and will remain so for larger values of ξ).

As in our previous work, the actual value of BE will be
adjusted (usually to be lower than the value of the field
at the Earth’s surface) to include the diamagnetic effect of
the ring current, since all particles in our study are at loca-
tions farther away than the ring current region. The actual
choices for both BE and Bc will be in accord with magnetic
field observations.

While certainly the portrayal of the reduced background
field through Equation (7) is a simplification vs. the
more complex, three-dimensional field structure during the
growth phase [Zaharia and Cheng , 2003a], a judicious choice
of Bc will allow us to model a very important feature from
the point of view of particle motion, which is the sharp differ-
ence between the stretched and the dipole fields. Thus, the

consideration of a tail-like background field in the present
study is a significant improvement of the particle transport
model. A field of the form in Equation (7) is more realistic
[Schulz and Chen, 1995] than a simple dipole field especially
for applications related to describing particle access into the
inner magnetosphere from the plasma sheet. While Schulz
and Chen model (for a different purpose) the background
field by subtracting a constant southward term, we subtract
a term that decreases with distance. The form of the sub-
tracted term ensures that close to Earth, while the term is
larger, it is still very small compared to the overwhelming
Earth dipole field, while farther away the relative ratio be-
tween the subtracted term and the dipole value increases,
consistent with observations showing the field being more
and more different from a dipole field with increasing dis-
tance from Earth. Both our choice and the choice of Schulz
and Chen [1995] give rise to a “Dungey” appearance for the
background magnetic field. Our new model background field
with the above value for Bc is more realistic than a dipolar
field, as shown in Figure 2. However, the figure also shows
that it only conservatively models the stretching: while the
model field is drastically stretched vs. the dipolar field, it
is not as stretched as the T96 field for example in the re-
gion closer than 15 RE from Earth. Furthermore, the T96
field, being a statistical field obtained from many observa-
tions at different times, may not be itself stretched enough
to represent the pre-onset field.

While the field portrayed in Equation (7) formally cor-
responds to a neutral line (where B0 = 0) at RX =p

BER3
E/Bc, that will occur at a distance farther away from

Earth than our region of interest (with the parameters de-
fined such that the subtracted field is a fraction f = 0.8
of the dipole field at 15 RE , RX = 15/

√
f ≈ 16.8 RE). We

note however that the topology of the model field is probably
not too realistic at larger distances (farther than 15 RE), as
the term subtracted from the dipole field does not decrease
fast enough there. However, this fact need not concern us,
as our region of interest, to be seen shortly, is well inside
15 RE from Earth.

2.3. Dipolarization wave field

The actual shape of the pulse form in the (ξ, φ) coordi-
nates needs to be chosen now in order to proceed. Following
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Figure 3. Profiles as a function of distance R at an in-
stance in time for: (top) Total magnetic field in the pulse
region (solid blue), tail-like background field (dashed)
and dipolar (dotted). The background magnetic field is
tail-like in front of the pulse and relaxes to a dipolar con-
figuration in its wake. (bottom) Electric field of the pulse
(solid red), starting with a small eastward component in
front of the pulse and vanishing in its wake.
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our previous discussion above and considering an azimuthal
dependence Φ(φ) in the pulse quantities as well, we choose a
“pulse” magnetic field and E-field starting from a non-zero,
positive (i.e. eastward) value before the onset, in the forms:

RδBZ =
E0

V0
R(R + V0t)Φ(φ) (9)

REφ =

(
[V0Bc − E0R(R + V0t)]Φ(φ) if ξ ≤ ξ2,

−(E0 − V0Bc)R(R + V0t)Φ(φ) if ξ > ξ2

(10)

where E0 is a constant, familiar from our previous study,
with dimensions of distance times electric field, Bc is the
constant introduced in the previous section that decreases
the value of the background field, Φ(φ) is a function repre-
senting the azimuthal dependence of the pulse fields, while
R(R + V0t) is the same three-part trapezoidal radial wave
form used before (see Figure 3 of [Zaharia et al., 2000]),
normalized to unity at the maximum pulse amplitude:

R(ξ) =

8>>><>>>:
ξ − ξ0

∆1
if ξ0 ≤ ξ ≤ ξ1 = ξ0 + ∆1,

1 if ξ1 ≤ ξ ≤ ξ2 = ξ1 + ∆2,

1− ξ − ξ2

∆3
if ξ2 ≤ ξ ≤ ξ3 = ξ2 + ∆3

(11)

It is easy to verify that the electric field given by Equa-
tion (10) starts from an eastward value at the beginning of
the pulse and becomes zero in its wake. In Figure 3 we plot
as a function of R both the total magnetic field [the “pulse”
field given by Equation (9) superposed on the background
field defined in Equation (7)], as well as the electric field at
a certain time (a “snapshot” during the pulse motion). We
note that the actual shape of the pulse fields is not exactly
the shape of R, because of their dependence as 1/R required
by energy conservation as the pulse propagates inward [Za-
haria et al., 2000]. Since we only consider the problem in the
equatorial plane, we have no Z-dependence and ∇ ·B = 0
is trivially satisfied by the combined pulse + background
magnetic fields.

Looking at the top plot in Figure 3, one observes that in
the front of the pulse the background magnetic field is lower
than the dipolar field, but the pulse “fills in” the magnetic
field difference as it arrives at a certain location. We note
that for the particular choice E0/V0 = Bc, at the maximum
amplitude R = 1 the pulse completely “fills in” the differ-
ence between the dipole and the stretched magnetic fields.
Such a pulse however would have quite low transient fields,
and in fact much higher fields have been observed during
substorms [Sheperd et al., 1980; Aggson et al., 1983]. There-
fore in our study we will choose E0/V0 significantly larger
than Bc, such that there will be a significant “overshoot”
past the dipole field value toward the late stage of the first
part of the pulse. Such a choice will also ensure that the east-
ward field at the beginning is much smaller than the pulse
field, thus making the effect of the former on the particle
motion negligible. Introducing the parameter ε = V0Bc/E0,
the above choice means ε significantly less than 1.

In the second part of the pulse the function R is con-
stant and equal to 1, corresponding to a “saturation” effect
limiting the pulse amplitude (such saturation is expected
considering the non-linear nature of the pulse). Finally, in
the third part of the dipolarization pulse the transient elec-
tric field slowly decreases to zero, while the magnetic field
decreases, but not to the initial background field (which was
the stretched field during the growth phase), but to a dipo-
lar configuration. As mentioned, the decrease of the electric
field to zero is consistent with observations [Maynard et al.,
1996] showing the electric fields approximately zero on av-
erage after the substorm.

With regard to the azimuthal dependence, in this paper
we will again as before restrict the pulse fields to be local-
ized within a “wedge” of azimuthal extent 2δφ (see Figure 2

in [Zaharia et al., 2000]), and zero outside, however we al-
low the wedge to be centered at an arbitrary position φ0,
not necessarily φ0 = 180◦ (midnight) (observational studies
have found that in many cases the dispersionless injection
events are slightly skewed towards dusk [e.g., Friedel et al.,
1996; Birn et al., 1997a]):

Φ(φ) =

(
1 if φ0 − δφ < φ < φ0 + δφ,

0 otherwise
(12)

Such a “sharp” form for the azimuthal dependence of the
pulse fields is chosen mainly for reasons of simplicity; how-
ever we note that observations [e.g., Friedel et al., 1996] do
show that the region of dispersionless injection can have
sharp boundaries in magnetic local time.

2.4. Particle motion; adiabaticity

We will solve the non-relativistic particle gyrocenter equa-
tion of motion in the electric and magnetic fields of the pulse
plus background field. The proton and electron motions con-
serve the magnetic moment as before [Zaharia et al., 2000],
a fact valid here for distances less than 12 RE (where our
new model background field reaches 10 nT), due to the spa-
tial and temporal scales involved. To illustrate this, we note
that, for example, a 400 keV proton has a gyro-radius of
about 66 km in a 10 nT field, a value much smaller than
any spatial scales in our study. For electrons, the first adi-
abatic invariant conservation is even stronger: an electron
of 400 keV has a gyro-radius in the same field of only about
1 km. We note here that, as opposed to electrons and pro-
tons, heavier ions such as O+ might become non-adiabatic
[e.g., Delcourt , 2002]; however they are not the object of the
present study.

Like previous studies [Li et al., 1998; Zaharia et al., 2000;
Sarris et al., 2002], we will only take into account 90◦ pitch
angle particles (with v‖ = 0), i.e. particles confined to the
equatorial plane. The particle trajectory can then be found
by integrating the gyrocenter equation of motion:

Vgc =
dr

dt
(13)

= VE×B + V∇B , (14)

where

VE×B =
E×B

B2
, (15)

V∇B =
µ

qB2
B×∇B, (16)

q is the particle charge and µ = mv2
⊥/(2B) represents its

magnetic moment. Equation (16) is the non-relativistic form
of the ∇B drift. The non-relativistic theory can be applied
to proton injections in a wide range of events and may also
be used to approximate electron motion for energies lower
than the electron rest energy (511 keV). There is no cur-
vature drift in (14) because we only consider particles with
v‖ = 0; the polarization drift can also be neglected, as ex-
plained before [Zaharia et al., 2000], for particles with ther-
mal speeds above the pulse velocity V0 (i.e. proton energies
above about 100 eV, certainly the case in this study).

A particle moving adiabatically in the fields of the pulse
is energized by the betatron acceleration process, such that
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the change in energy only depends on the magnetic field val-
ues at the initial and final positions of the particle, with the
final energy being given by [Zaharia et al., 2000]

W = W0
Bf

Bi
, (17)

where W0 is the energy at the initial position r0 with mag-
netic field Bi, while Bf is the total magnetic field at the
final position r after interaction with the pulse.

One can surmise that betatron acceleration with initial
background field lower than dipolar will produce higher par-
ticle energies compared to the case when the background
field is a dipole, if the transport is roughly the same. This is
because the ratio of the fields at the particle’s final vs. ini-
tial locations is larger in this case. While the energization
mechanism has the potential to be stronger in this case, it
remains to be seen how effective the transport is compared
to the case of a dipolar field. In order to ascertain this, we
will explore in detail in the following the gyrocenter motion
in the given pulse plus background fields, presenting com-
pletely analytical solutions for the particle trajectories.

2.5. General radial solutions

For ξ ≤ ξ2, the background magnetic field has a time-
independent “tail-like” configuration. Therefore, as long
as the particle is not in the third part of the pulse (where
ξ > ξ2) one can write the radial equation of motion for its
gyrocenter (given by the E×B drift) as

dR

dt
= −V0 ·

E0R(R + V0t)− V0Bc

V0BERE

“
RE
R

”2

− V0Bc + E0R(R + V0t)

(18)

Equation (18) can be integrated for an arbitrary shape of
R, to give the solution

1

R
− 1

Ri
=

E0

V0BER3
E

Z ξ

ξi

R(ξ)dξ − Bc

BER3
E

(ξ − ξi) (19)

where ξi = Ri + V0ti, ξ = R + V0t, Ri is the initial radial
position at time ti (when the particle encounters the pulse)
and R is the position at time t in the pulse. Equation (19)
gives the solution explicitly in the form R = R(ξ); however
ξ = R + V0t and thus the solution can be expressed as R(t)
as well.

The radial transport is seen to be decreased here (for the
same E0) compared to our previous study, due to the sub-
tracted term proportional to Bc(ξ − ξi) in Equation (19),
which appears because of the lowered electric field.

Equation (19) is only valid for the first and second parts
of the dipolarization pulse. For the third part of the pulse
(which is superposed on the time-varying background B-
field, as given by Equation (7) for ξ > ξ2), the radial equa-
tion of motion is different:

dR

dt
= −V0 ·

(E0 − V0Bc)R(R + V0t)

V0BERE

“
RE
R

”2

+ (E0 − V0Bc)R(R + V0t)

(20)

It is clear that Equation (20) is equivalent to the expres-
sion found before for the motion in a pulse superposed on a
dipolar field (with E0 − V0Bc replacing E0 in Equation (12)
of [Zaharia et al., 2000]), and has the solution

1

R
− 1

Ri
=
E0 − V0Bc

V0BER3
E

Z ξ

ξi

R(ξ)dξ (21)

The general-form radial solutions just presented are then
applied to our particular case of a trapezoidal pulse. Ana-
lytical solutions are found for both the radial and azimuthal
equations of motion in the pulse and background fields. The
full solutions, similar in form to the ones previously obtained
for the case of a dipole background [Zaharia et al., 2000], are
presented in the Appendix.

2.6. Injected particle flux

With the particle orbits found analytically, the next step
is computing the “injected” particle flux. We will briefly
outline here the details of this computation. As discussed
before [Zaharia et al., 2000], because we only consider 90◦

pitch-angles we will only be able to compute the directional
flux j [Roederer , 1970] for these particles. Comparison be-
tween this flux obtained from the model and the observed
omni-directional flux J can be made if we assume that parti-
cles with other pitch angles are energized in the same degree,
i.e. J = 4πj (a discussion of this assumption will be made
in the last section of the paper).

Using Liouville’s theorem of conservation of phase space
density along the particle trajectory, one can easily obtain
the flux j at location (R, φ) for particles with initial energy
Wi that were energized to energy W , in the form [Zaharia
et al., 2000]

j =
W

π
√

Wi

„
1

2m

«3/2

f(Wi, Ri, φi, ti) (22)

where f(Wi, Ri, φi, ti) is the distribution function (in en-
ergy) at the initial particle location (Ri, φi), while m repre-
sents the particle mass. The expression above can easily be
evaluated since for adiabatic motion the final particle energy
is only a function of the initial energy and the ratio of the
magnetic fields at the particle’s final and initial locations,
respectively: W = WiB(R, φ, t)/B(Ri, φi, ti).

3. Particle Transport and Energization

Our main goals in this Section are to ascertain the mag-
nitude of the particle transport/energization, to explain cer-
tain observed features of the injections (such as the displace-
ment between protons and electrons and the low- and high-
energy cutoffs), and to see how different the results are for
our present computation with a more realistic background
field vs. the previous case of a dipolar field.

3.1. General discussion of the particle motion

As discussed before [Zaharia et al., 2000], in our pulse
model one can separate four distinct classes of particles in-
teracting with the pulse. We will discuss this classification
in more detail here. Typical trajectories of electrons of each
of the four types, all arriving to geosynchronous orbit but
from different initial positions, are presented in Figure 4.

In each plot in the figure, point A represents the particle
entrance into the pulse, while point B the exit. The trajec-
tory while in the pulse is in color (red for the first part of the
pulse, and green and blue, respectively, for the second and
last part of the pulse). The first kind of particles are those
that (in the pulse frame of reference) both enter and leave
the pulse radially. Because they stay in all three parts of the
pulse, these particles (we call them type I) travel the largest
radial distance (see Figure 4) and their energization is the
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Figure 4. Typical gyrocenter trajectories of electrons of each of the four types. The motion while in the
pulse is shown in color (red for the first part of the pulse, and green and blue, respectively, for the second
and last part of the pulse). The drift before entering the pulse and after exiting it is shown in thin solid
black lines. The pulse and background parameters are those given in Section 3.2. The type-I electron
shown has the largest radial transport, from the initial distance of 8.29 RE to 6.6 RE , and therefore the
largest energization. The electrons of types II, III and IV have closer initial distances in order to arrive
at geosynchronous, as their radial transport is weaker.

strongest. The energetic flux enhancement at a geostation-
ary observation point will be mainly due to these particles,
if their energy is not too high and the pulse not too narrow.
Type II particles enter the pulse radially (through its first
part) but leave it azimuthally; many high-energy particles
fall into this category, as their fast azimuthal drift prevents
them from being able to remain in all regions of the pulse
(and thus to be of type I). In Figure 4, the type-II electron
shown exits the pulse azimuthally while still in its third part,
thus not experiencing the maximum energization. The third
class of particles are those that enter the pulse azimuthally,
but are not very energetic, such that they are able to remain
throughout the rest of the pulse and leave it radially at the
end of the third part. These particles would probably have
been type-I, had they been inside the local-time “wedge” of
the pulse when the pulse arrived at their radial coordinate.
The type-III electron shown in Figure 4 entered the pulse
azimuthally at the beginning of the second part and there-

after stayed in all of parts 2 and 3 of the pulse, however its
radial transport is lower than for type-I because it “missed”
the first part of the pulse. Finally, the last class of particles
(type IV) both enter and exit the pulse azimuthally — these
again are likely to be higher-energy particles. In Figure 4
the type-IV particle shown, entering the pulse also at the
beginning of the second part, experiences the least radial
transport, as its large azimuthal drift did it to stay in all of
the third part of the pulse.

While the particle motion is not very different from the
one previously obtained [Zaharia et al., 2000] (for a type-
I proton gyrocenter trajectory in the fixed reference frame
tied to Earth, see Figure 5 of [Zaharia et al., 2000]), it is
interesting to note quantitative differences between the two
cases. We will look at type I particles, which experience
the largest degree of energization and will thus likely make
up the bulk of injected particles. For those we can derive
a simple analytical formula for their final radial exit posi-
tion R3 as a function of the initial position R0. Indeed,
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combining Equations (A1), (A4) and (A6) (presented in the
Appendix) for the radial motion in the three parts of the
pulse, we obtain

R3 =
R0

1 +
E0R0 [∆1 + 2∆2 + ∆3 − ε (2∆1 + 2∆2 + ∆3)]

2V0BER3
E

(23)

Now if we wish to compare the current case with the
previous study, it makes sense to compare events with the
same pulse amplitude of the electric field. The maximum
amplitude in this case is characterized by E

′
0 = E0 − V0Bc =

E0(1 − ε), and by re-writing Equation (23) to show E
′
0 ex-

plicitly and inverting it to have the initial location R0 as a
function of the final location R3 we obtain

R0 =
R3

1− E
′
0R3 [∆1 (1− ε) + 2∆2 + ∆3]

2V0BER3
E

(24)

If E
′
0 is considered to be the equivalent of E0 used before

[Zaharia et al., 2000], the only difference in the radial trans-
port for the present case is the 1− ε factor in the expression
above. Since ε is significantly less than 1, it follows that the
radial transport is only slightly lower than before, and the
difference is entirely due to the motion in the first part of
the pulse. The motions in the second and third parts are
characterized by exactly the same degree of radial transport
(again, with the assumption of identical E-field amplitudes).
We also see that for ε � 1 the particle radial transport, as
before, only depends on the electric field parameter E0 and
the pulse velocity V0 through their ratio E0/V0.

3.2. Parameter choices

In order to be more quantitative in describing various fea-
tures of the transport and energization processes we need to
choose values for the pulse/background field parameters and
specify the particle distribution. All these parameters will
be chosen to have typical values consistent with observa-
tions, with justification given for each choice.

One very important quantity, the pulse velocity V0, is
found by different observations to have rather different val-
ues. Perhaps the first direct observation of dipolarization
pulse speed was made by Russell and McPherron [1973] us-
ing a favorable alignment of the OGO-5 (located at 8.4 RE

from Earth in the equatorial plane) and ATS-1 spacecraft
(at 6.3 RE), both near the midnight meridian. Russell and
McPherron clocked the time delay between the field increase
at the each spacecraft to be 94 s, resulting in a propagation
velocity for the dipolarization wave of 143 km/s. An even
higher Earthward velocity (270 km/s) at geostationary orbit
for the dipolarization front was found by Liou et al. [2002] by
analyzing the delay between in situ measurements of mag-
netic fluctuations and auroral breakup observations. Inside
the geosynchronous orbit however, observations by Reeves
et al. [1996] found the propagation speed of injections to be
much slower (24 km/s). Finally, we note that Moore et al.
[1981] report plasma flow velocities in the region from 9 to
6 RE of between 10 and 100 km/s. In our model, the plasma
radial flow velocity, given by the E×B drift, is necessarily
lower than the pulse speed (the pulse always moves faster
than any particle dragged by it). We will attempt a com-
promise among the above observations by choosing a pulse
velocity of 125 km/s in our domain of interest (R > 6.6 RE).

The rather large radial propagation velocity also warrants
neglecting the azimuthal expansion of the pulse, which is
however an observed effect [e.g., Belehaki et al., 1998; Thom-
sen et al., 2001]. Indeed, the observations by Belehaki et al.

[1998] of the longitudinal expansion of the dipolarization

signature find a small angular azimuthal velocity, of less

than 1◦/min, corresponding to 16 km/s at 9 RE and 12 km/s

at geostationary orbit, which is small enough compared to

the observed radial velocities that it can be neglected as a

first approximation, as for a pulse with a radial velocity of

125 km/s it takes about 3min to propagate 3.4 RE between

10 RE and geosynchronous orbit, and during this time there

will be an increase in its azimuthal width of less than 3.4◦

(which has to be compared to 60◦, or about 6 hours in local

time, the typical azimuthal width of the pulse).

For the dipole magnetic field value we choose BE =

0.22G, a value lower than the actual field at the Earth’s

surface, in order to include the diamagnetic effect of the

ring current. Another important parameter is the quantity

Bc, which lowers the background magnetic field during the

substorm growth phase (before the arrival of the pulse). In

view of our discussion in the Introduction, we will choose

for Bc a value such that the magnetic field subtracted from

the dipole field at 15 RE would be 80% of the dipole field

there: Bc = 0.8 BER3
E/(15 RE)2.

For the other pulse parameters, typical values are E
′
0 =

5mV/m · 9 RE , ∆1 = ∆2 = ∆3 = 1 RE , and 2δφ = 60◦ (a

typical width of the “substorm current wedge” [e.g., Clauer

and McPherron, 1974]). With the chosen values for the elec-

tric field and the difference in the background magnetic field,

we have ε = V0Bc/E0 = 0.18. With regard to the particle

distribution, we will model it as before by a kappa distribu-

tion in energy [Vasyliunas, 1968]:

f(W, R) = f0 · g(R) ·
»
1 +

W

(κ− 1.5)ε

–−κ−1

(25)

with ε being the average energy (not to be confused with

ε = V0Bc/E0), κ a parameter and f0 a constant. To model

a moderately active plasma sheet we choose for protons

κ = 6.5 and ε = 7 keV in our region of interest (6.6 RE

to 10 RE). For electrons we choose κ = 4 and ε = 2keV

as before [Zaharia et al., 2000]. These values are similar to

values obtained by Christon et al. [1991] and also used by

Birn et al. [1997b]. The radial dependence g(R) is also taken
as before in the form g(R) = (R/RE − 3)4/(R/RE)10, also

used by Li et al. [1998]. The particle distribution is assumed

to be uniform in local time.

3.3. Strength of particle transport and energization

With the chosen parameters, we study the strength of

radial transport and energization for both protons and elec-

trons. In this section we will only analyze type-I particles

(i.e. those that enter and exit the pulse radially, and there-

fore are energized the most). We will also try at each step

to make a comparison with the previous case with a dipole

background, with the same pulse parameters (that case can

be simply recovered by putting Bc = 0, and therefore ε = 0

and E ′ = E in the equations derived so far).
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Figure 5. Final distance R3 versus initial radial distance
R0 for particles entering and exiting the pulse radially;
the solid line shows the new case with non-dipolar time-
dependent background field, while the dashed line the
old case with dipole background. The dotted horizontal
straight line shows the geosynchronous location.

Using Equation (24) we find that for the present case the
initial distance from where a particle (proton or electron)
is injected to geostationary orbit is 8.29 RE , compared to
8.42 RE that would be obtained using the previous model.
This difference, amounting to 1.5%, is, as expected, a very
small change in the radial transport, and appears due to
lower transport in the first part of the pulse in the present
case. In fact, for any initial distance up to 15 RE , the final
particle distance, as seen in Figure 5, is not much different
for the new case compared to the previous one.
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Figure 6. Ratio of final to initial energy Wf/Wi for in-
jected particles in the current model (solid) and the pre-
vious model (dashed), plotted as a function of (a) initial
position R0 and (b) final position R3; the dotted vertical
line in the final graph shows the geosynchronous location.

While the radial transport of the particles is only very
slightly affected (decreased) compared to the case treated
before, their energization is significantly larger in the present
model. To illustrate this, in Figure 6(a) we plot the ratio
of final to initial energies, Wf/Wi, computed using each of
the two models, against the initial position the particles ar-
rive from. For particles with initial positions farther than
about 5 RE from Earth, it is evident that the energization
they undergo is much larger for the present model than for
the previous case with dipolar background field. Since the
radial transport is about the same, the increase is almost

entirely due to the much different ratio between final (dipo-
lar) vs. initial (stretched in this case) background magnetic
fields. In Figure 6(b) we show the same ratio Wf/Wi, this
time plotted against the final (injected) particle location.
For injections to geosynchronous orbit (R3 = 6.6 RE), the
ratio of final vs. initial energies is 2.63 for the present model,
while for the model with dipolar background the ratio is only
2.07. This increase of 27% is a rather marked change, and
for injections to farther distances the difference can become
dramatic, as seen in Figure 6(b). Such differences will trans-
late into orders of magnitude differences in the injected flux,
due to the highly-nonlinear nature of the kappa distribution,
as we will see shortly.

3.4. Injected flux increase

For the chosen pulse and particle distribution parameters,
we now analyze the increase in flux for the most energized
particles, i.e. type-I, which stay in all parts of the pulse.
While the radial transport is the same for protons and elec-
trons (the E×B drift is the same), the injected flux increase
will be different for electrons vs. protons, due to their dif-
ferent kappa distributions, and we will therefore treat them
one at a time. First, let us look at protons. The top plot of
Figure 7 shows the injected/background proton flux ratio for
a large range of “substorm energies”, while the bottom plot
concentrates on lower energies from 1 to 50 keV. The solid
lines show the results with the new model, while the dotted
lines the results with the old model with dipolar background.
Analyzing the two plots one observes that for all energies
larger than 30 keV both the old and the new models predict
that the increase in fluxes exceeds an order of magnitude,
with flux ratio approaching 1000 with the new model for an
energy of 400 keV, and even larger for higher energies. This
dramatic increase is a consequence of the kappa distribution,
which rapidly decreases with increasing particle energy for
energies much larger than the average population. For the
injected particles, their number is given by the distribution
at their origin (where they had a lower energy), and it is to
be compared to the very small “background” population for
the higher energy at the injection location.
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Figure 7. Ratio jinj/jback of injected vs. background
flux for protons transported to geostationary orbit, as a
function of their energy Wf at the injection point, for
the new model (solid) as well as the old model (dashed).
The top plot shows a wide range of energies, while the
bottom plot concentrates on a lower energy range.

The flux increase is seen to be significantly larger (one
order of magnitude in most of the energy range) for the new
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model vs. the old model, as expected due to the higher ener-
gization and the non-linear nature of the kappa distribution.
The bottom plot in Figure 7 shows that for energies lower
than 50 keV, the flux increase is dramatically lower than
for the “substorm energies”, thus providing an explanation
for the “cutoff” seen at low energies in substorm injections
[Reeves, 1998]. The lower flux increase is due to the fact that
for low energies the kappa distribution does not vary dra-
matically with energy, thus explaining the low flux increase
for this population, compared to the dramatic increase for
higher energies. From Figure 7 we can infer however that
for a typical event this cutoff is below 50 keV, as protons in
the 50 keV range still experience more than a factor of 10
increase in the injected/background flux ratio.

Our model also explains the high-energy cutoff, also seen
in observational studies [e.g., Baker et al., 1979], as a feature
of the limited azimuthal extent of the pulse. For electrons,
we first note that our non-relativistic treatment does not
apply for energies larger than the electron rest energy. For
both protons and electrons, however, we will have an “az-
imuthal cutoff”, due to the local-time extent of the pulse
[Zaharia et al., 2000]. For energies larger than the cutoff
energy, there will be no type-I particles, and therefore the
treatment in this section will not apply. While particles of
the other 3 types will be energized by the pulse, they will be
transported radially less than the type-I particles and there-
fore energized less than inferred here. The azimuthal cutoff
energy depends on the width of the pulse: for the chosen
parameters (including the typical azimuthal width of 60◦)
the cutoff will be for 440 keV. For a larger pulse of 100◦, the
cutoff will be higher, at 735 keV. For protons only, we also
note that for very high energies, our adiabatic assumption
breaks down as the protons do not conserve their magnetic
moment anymore, resulting in lower energization than the
betatron acceleration mechanism suggests [Birn et al., 2003].
We note as well that analyzing the azimuthal motion in con-
junction with the observed high-energy cutoff also allows us
to specify constraints on the azimuthal width of the pulse
(in conjunction with other pulse parameters).

Finally, let us look at the flux increase for type-I electrons,
which will be different from the one for protons due to the
different particle distribution. Figure 8 shows the injected
flux to background flux ratio jinj/jback at geosynchronous
orbit for electrons vs. their energy there.
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Figure 8. Same as Figure 7, but for electrons.

The figures for protons and electrons are similar, however
with some notable differences due to the different kappa dis-
tributions. The first difference is the lower flux increase for
electrons in the “substorm energy range” (100 to 400 keV)

compared to protons, due to the lower value of κ for elec-

trons. The results with the new model in this case are again

quite different from the ones using the old model. In par-

ticular, it is seen that with the old model the electron flux

increase is capped at a value of about 55; therefore, the

old model with the chosen parameters cannot explain in-

jections where the fluxes increase by almost two orders of

magnitude; however the new model can. Looking at the

low energy range now (1 to 50 keV), we see that for elec-

trons in this energy range the flux increase is higher than

for protons, again a feature of their different kappa distri-

bution. The flux increase for the lower energy range is still

much less than for substorm energies, and the model thus

predicts a low-energy “cutoff” for electrons as well; however

this cutoff will be at a lower energy than for protons.

3.5. Azimuthal displacement of proton vs. electron
injections

An important aspect of the substorm injections is re-

vealed by observations [Reeves et al., 1990; Birn et al.,

1997a; Thomsen et al., 2001] finding that proton and elec-

tron injections do not occur in identical regions, but instead

are displaced against each other in the azimuthal direction.

This feature can be analyzed by looking at our analytical so-

lutions for the particle motion. As they make up most of the

injected flux, we will again only study in this section type-

I particles, those that stay in all three parts of the pulse.

While the radial transport of protons and electrons is the

same, their azimuthal drifts are in different directions. The

azimuthal displacement between the proton and electron in-

jections is then simply given by the sum of the difference in

each part of the pulse:

φe − φp =

3X
j=1

(φej − φpj) , (26)

where φej and φpj are given (for the corresponding q) in

analytical form in Equations (A3), (A5) and (A8).

Considering an electron and a proton carried by the pulse

that start from the same initial location and are injected at

6.6 RE with a final energy of 100 keV there, for the cho-

sen parameters the electron will have a net eastward az-

imuthal drift of 18◦, while the proton will have exactly the

opposite drift, in the westward direction. Therefore, the

total displacement between the proton and electron injec-

tions, when only type-I particles are considered, is about

36◦, corresponding to a difference in local time of roughly

2 hours. This is a slightly larger value than observations

suggest, however we note that particles of other types than

type I could have both smaller and larger deflections, and

one would need to consider all the types to obtain a more

accurate answer.
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Figure 9. Azimuthal displacement between type-I elec-
trons and protons injected at 6.6 RE with energy 100 keV
as a function of E-field value at 9 RE (lower X-axis) and
pulse velocity (upper X-axis), for a constant ratio be-
tween the two.

In order to see how the electron/proton azimuthal dis-

placement depends on various parameters of the pulse, in

Figure 9 we show the dependence of the displacement for

type-I particles as a function of different values of electric

field and velocity, but keeping the ratio E0/V0 constant. Be-

cause the radial motion of the particles is virtually the same

for the same value of E0/V0 (if the parameter ε is small

compared to 1), the plot isolates the dependence of the az-

imuthal motion on electric field and velocity. From the figure

we can see that for lower E0 and V0 one has a larger local-

time displacement in the proton vs. electron injections. This

is an expected result as while for a constant E0/V0 ratio the

radial transport stays the same, the time it takes for a par-

ticle to be injected (i.e. the time it stays in the pulse) is

longer for a lower velocity. The azimuthal drift in the back-

ground B-field is independent of pulse velocity, so the longer

the particle stays in the pulse the larger its net azimuthal

excursion.

We note however that the actual maximum displacement

will be the lesser of the theoretically-calculated one and the

azimuthal width of the pulse (which as discussed is typically

about 60◦). If the azimuthal width of the pulse is signifi-

cantly smaller than the calculated maximum displacement

there will be no type-I particles and the total strength of

the injection will significantly decrease.

In order to model the observed electron-proton displace-

ment particles must not stay too long in the pulse. This

can be accomplished by not allowing the pulse velocity to

be too low, as well as by making the pulse “sharper”, i.e.

decreasing its radial widths ∆1, ∆2 and ∆3 (which would

also decrease the time spent in the pulse). Obviously, to

maintain the same radial transport for a sharper pulse we

will need to increase the ratio E0/V0. Figure 10 shows the

azimuthal displacement for such a choice, with ∆ values re-

duced in half: ∆1 = ∆2 = ∆3 = 0.5RE , but the ratio E0/V0

doubled. For this case, we see that the azimuthal displace-

ment is significantly reduced, but it still reaches large values
for very low velocity and electric field.
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Figure 10. Similar to Figure 9, but for a pulse with half
radial width and double E0/V0.

There is an important conclusion to be derived from our
discussion here, which is that the pulse cannot have too low
a velocity, as then the displacement between the proton and
electron injection regions would be very large (if the pulse
is wide enough), a fact not supported by observations. If
the pulse is very narrow in local time on the other hand,
such a combination would result in very little energization.
This limitation on the pulse velocity and width is an addi-
tional constraint imposed by observations onto our model
parameters E0, V0, ∆ and δφ. However, the severity of the
constraint is mitigated by the fact that we have only con-
sidered type-I particles. Therefore, the fact that we obtain
a (slightly) larger displacement than the observed average
does not mean that our pulse velocity (and electric field)
are too low, but rather that there are other particles mak-
ing contributions to an actual injection besides the type-I
particles. The velocity limitation is also not so stringent
if we allow for a narrower pulse in radial extent, coupled
with larger pulse electric fields. Having a too narrow pulse,
however, could be precluded by the possible dispersion of
the pulse as it approaches Earth, but the treatment of such
dispersion is beyond the scope of the present work.

4. Application — Computation of Injected
Electron Fluxes in a Substorm Event

In this section we will model an actual substorm injection
event, by computing the injected particle fluxes at the loca-
tions of several satellites registering the event and comparing
them with actual satellite observations. In order to allow a
comparison with our previous model results [Zaharia et al.,
2000] we will study the same substorm electron injection as
analyzed before, the event on January 10, 1997 starting at
around 4:30 universal time (UT).

4.1. Flux computation

As before, we use our analytical orbit solutions to com-
pute the electron flux for this event, keeping in mind that
our solutions for the particle motion, while non-relativistic,
are suitable for application to electrons of “substorm ener-
gies” (less than 400 keV).

There are two ways of finding the injected flux, and both
make use of Liouville’s phase space density conservation the-
orem. The first method is tracing particles backwards in
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time [Birn et al., 1997b] from the final location to their ini-
tial position. With such an approach, realizing that at a
certain position and moment in time one might have par-
ticles with different initial locations that entered different
parts of the pulse, one needs to perform an “averaging” pro-
cedure over a certain phase space neighborhood [Birn et al.,
1997b]. The other way of obtaining the flux is, instead of
tracing particles back in time, to consider a “seed” particle
population and follow their motion in the pulse by integrat-
ing the equations of motion either numerically [Li et al.,
1998] or analytically [Zaharia et al., 2000]. Thus, at any
location where the flux is needed, it can be computed based
on the proportion of particles arriving in the vicinity of that
location, as well as their initial energies and positions, using
Equation (22). As in our previous work, we will employ here
this latter method for computing the injected flux.

Once the differential flux is found at the injection loca-
tion for each energy, we integrate the flux over an energy
range of interest. As before, we distribute the seed particles
every 1000 km between 6 RE and 9 RE , every 1◦ in azimuth

and having 40 different energy channels within each energy
range of interest (the values of the last two parameters will
lead to a higher density of test particles than in the previ-
ous study however). The particle cells thus constructed are
spaced densely enough so that the motion of phase space
points from the same cell is not chaotic, i.e. a slight varia-
tion in initial location and energy does not influence the final
values much [Birn et al., 1997b]. We usually run the flux
computation code with a time step of 100 s. The number
loss of energetic particles after injection (presumably due to
precipitation caused by pitch-angle scattering) is modeled as
well, through multiplication with an exponentially decaying
function in time, with an e-folding time for electrons of 3
hours for our energy ranges, as before.

4.2. Comparison of model results

The pulse parameters we initially choose for the event are
similar to the ones considered before: E0 = 4.5mV/m ·9 RE ,
V0 = 125 km/s, ∆1 = ∆2 = ∆3 = 11, 000 km, and 2δφ =
40◦. The pulse has no azimuthal “offset”, i.e. is taken as
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Figure 11. (a) Energetic electron differential fluxes (cm−2s−1sr−1keV−1) vs. universal time on Jan. 10,
1997, for three energy ranges at 6.6 RE , as measured by three LANL satellites (left column) and also as
computed at each satellite position using the old model [Zaharia et al., 2000] (right column) and the new
model with stretched background (center column), with pulse electric field value of 4.5mV/m at 9 RE .
(b) Comparison of the same observed fluxes (left column) with computed fluxes using the new model
(center column) and the old model (right column), but this time with a lower electric field of 3.5mV/m
at 9 RE . The numbers 1, 2 and 3 on the left-hand side refer to the three satellites: 1 is close to midnight
(LANL satellite 1990-095, at LT = UT - 2:30), while 2 and 3 are further east on the dayside (2 represents
satellite 1991-080, at LT = UT + 4:42, while 3 is LANL satellite 1994-084, at LT = UT + 6:54).
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before to be centered around midnight. The dipole mag-
netic field parameter is chosen as BE = 0.3G, while the
electron distribution parameters are taken to be κ = 4 and
ε = 2keV. This value for ε is consistent with reports that
the average electron energy in the 6 to 9 RE region dur-
ing the late growth phase can be as large as a few keVs
[Lui , 1996; Cheng and Lui , 1998]. The farthest initial radial
distance Ri of electrons that can be dragged by the pulse
to geostationary orbit is found to be 8.3 RE , compared to
8.5 RE using the previous model (with the above parame-
ters). These electrons transported over the largest radial
distance (i.e. of type I) are also those that will experience
the largest energy increase: the ratio of final vs. initial en-
ergy for the above parameters is 2.45 times in the current
model vs. only 1.98 using a dipolar background.

Let us discuss a few features of the modeled injection
event. If we start our time origin (t = 0) at the time when
the front edge of the pulse arrives at 8.3 RE , the pulse will
reach geosynchronous orbit at t ≈ 1min 30 s. Shortly after-
wards the first electrons to make up the injection will arrive,
from initial distances very close to 6.6 RE , however their flux
increase will be modest. On the other hand, the electrons
contributing most to the flux increase will be those of type
I, which will arrive from 8.3 RE at geosynchronous orbit in
the tail of the pulse at time t3 ≈ 4min. Therefore the initial
injection peak at geosynchronous orbit in the azimuthal cen-
ter of the pulse will span a time interval of about 2min 30 s.
During this short time interval, particles with a wide energy
range will be swept to geostationary orbit in the vicinity
of midnight local time, accounting for the “dispersionless”
nature of the injection there. For observation points (satel-
lites) away from the initial injection region, there will be
a dispersed signature in the particle flux, with high-energy
particles being registered earlier than lower-energy ones, due
to their faster grad B drift from the injection location to the
satellite.

The values for the pulse parameters chosen for this event
were found after trying different sets of parameters in or-
der to obtain good agreement between the observed injected
flux and the flux computed using the old model, as seen in
Figure 11(a). The left column of the figure shows the elec-
tron fluxes for three energy ranges as registered by three
geosynchronous Los Alamos National Laboratory (LANL)
satellites. The first satellite, 1990-095, is at about 2:00 local
time (LT) during this event, and sees a dispersionless injec-
tion. Satellites 1991-080 and 1994-084 are eastward of the
first one, at 10:00 and 12:00 LT, respectively, and register
dispersion due to the different azimuthal drifts for different
electron energies.

The right column in Figure 11(a) shows the computed
fluxes using the old model with the chosen parameters. As
with the similar parameters used before [Zaharia et al.,
2000], one sees that the old model does a very good job
of predicting the essential features of the electron injection
at all 3 satellites: injected flux/background levels, disper-
sionless signature at the satellite near midnight (1990-095),
shape of injected fluxes. The small-scale fluctuations ob-
served in later drift echoes in the simulation are due to the
finite number of cells considered and the time step used for
plotting. There are also differences between theory and ob-
servation (such as simulated peaks being sharper than ob-
served ones), mainly because the model only takes into ac-
count 90◦ pitch-angle particles, while the satellite sensors
register all particles.

Finally, the center column of Figure 11(a) shows the com-
puted fluxes using the new model (with stretched back-
ground field before the pulse), but still with the same param-
eters. While all particles in the new model arrive from closer
to Earth than in the old model (8.3 RE vs. 8.5 RE), one can
see that the modeled injected flux peaks are still larger than
observed. This strengthens our earlier conclusion, obtained

for type-I particles only, that while the transport is lower,
the energization is higher in the present model. In order to
obtain congruence with observations using the new model,
we need to decrease the strength of the injection by adjusting
the pulse parameters in one or more of the following ways:
decreasing E0, increasing V0, or decreasing the radial width
of the pulse. We choose to modify the electric field, and we
find good agreement with observations in the injected elec-
tron fluxes computed by using the new model this time for
the value E0 = 3.5mV/m · 9 RE , as shown in Figure 11(b).
There, the center column again shows the fluxes obtained
with the new model, but this time with the lower E-field.
We note that with the decreased E-field the initial parti-
cle location also decreases, to less than or equal to 7.8 RE .
To show that the old model with the lower E-field cannot
reproduce the observed injected flux levels, we plot in the
right column of Figure 11(b) fluxes computed with the old
model with a dipolar background and with the lower electric
field, fluxes which are seen to be significantly lower than the
observed ones.

This quantitative study of electron fluxes during an ac-
tual injection event modeled with both the old and the new
models strengthens our conclusion reached before, that with
the more realistic background magnetic field (stretched be-
fore the pulse) the particle energization is much stronger
than with a dipole background. Thus, the model represents
an even more effective mechanism for energizing particles
during substorms, and the particles injected at geostation-
ary orbit mainly arrive from the close vicinity of that orbit
(1 to 2 RE away).

5. Summary and Discussion

Extending previous work [Zaharia et al., 2000], we have
investigated substorm injections by considering particle in-
teraction with an Earthward-propagating electromagnetic
pulse superposed over a non-dipolar, time-dependent back-
ground magnetic field. The particles are swept Earthward
by the pulse via E×B drift to regions of higher B-field while
conserving their magnetic moment, thus experiencing large
energy increase through the betatron acceleration mecha-
nism.

In contrast to test particle calculations in time-varying
MHD fields [Birn et al., 1997b, 1998], the present approach
does not model the field dynamics self-consistently. How-
ever, our approach captures the major acceleration mecha-
nism identified in the investigations of Birn et al., namely
the spatial localization and earthward propagation of the in-
duced cross-tail electric field, and it permits a much easier
study of the influence of the characteristics of the electric
field pulse on the particle acceleration. Our approach also
bypasses the initiation mechanism that causes the formation
and propagation of the electromagnetic pulse. It therefore
does not discriminate between alternative models of sub-
storm initiation [e.g., Baker et al., 1996; Lui and Murphree,
1998].

The major difference of the current work from our previ-
ous study [Zaharia et al., 2000] is the assumption that the
background magnetic field changes from a stretched tail-
like field to a dipolar configuration, whereas the previous
background field was dipolar before and after the passage
of the pulse. The present field thus more closely resembles
the changes from the substorm growth phase to the subse-
quent relaxation to a more dipolar field. As in the previous
study, we have obtained entirely analytical solutions for the
particle gyrocenter motion in the combined pulse and back-
ground fields, by choosing a three-part trapezoidal shape for
the pulse amplitude dependence in the radial direction and
considering the pulse to exist only in a limited local time
extent (related to the substorm current “wedge”).
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Our model is general in the sense that any radial wave
form can be approximated by trapezoidal segments, with
subsequent solutions for the motion and particle fluxes eas-
ily computed. Once analytical solutions are found for the
motion, computing the injected particle fluxes using Liou-
ville’s theorem is straightforward and much less computer-
intensive than a numerical integration of particle orbits. The
computed fluxes reproduce very well geosynchronous satel-
lite observations. Besides being able to model observed flux
variations, our approach, through analytical solutions and
a limited number of free parameters, also allows easy in-
vestigation of the effects of observational constraints (e.g.
azimuthal injection displacement between protons and elec-
trons) on parameter values. The model also provides an ex-
planation for the observed “cutoffs” in injected fluxes during
substorms, seen both at low and high energies.

As in our previous study, we found that the particles adi-
abatically injected to geostationary orbit have initial loca-
tions at less than 10 RE from Earth. While this conclu-
sion is different from the one obtained by Li et al. [1998], a
later study by Sarris et al. [2002], using a refined version of
the model of Li et al., with a pulse narrower in local time,
reached a similar conclusion (see Figure 10 of [Sarris et al.,
2002]).

The key word in the paragraph above is “adiabatically.”
While proton and electron motion are adiabatic indeed for
distances closer than 12 RE as we have shown, protons might
lose adiabaticity for farther distances in the stretched tail
B-field. It could be possible for some protons to arrive
from larger distances, however non-adiabatically, and only
to move adiabatically in the last part of their trajectory,
which we follow with our model. In such a scenario, how-
ever, most of the energization is still likely to occur during
the adiabatic motion in the near-Earth region, as simula-
tions [Birn et al., 2003] considering both adiabatic and non-
adiabatic motion suggest.

Another scenario in which particles arrive adiabatically
from larger distances would occur if the contours of con-
stant B in the equatorial plane connected the injection lo-
cation near midnight to regions farther away in the tail at
other local times. For 90 degree pitch-angle particles, the
constant B contours are also drift contours (if convection
is neglected) in the background field [Zaharia and Cheng ,
2003b]. While such “concave” contours probably do not
extend to geosynchronous during quiet times (for such con-
tours in the T96 model, see for example Figure 3 of [Za-
haria and Cheng , 2003b]), this could be possible for the
highly non-axisymmetric magnetic field established during
the substorm growth phase.

The results from the current model vs. the previous one
show that, while the radial transport is only slightly lower
than previously found, the energization that particles un-
dergo is greatly enhanced in the current case, due to the
much larger ratio between the magnetic field at the final vs.
initial particle location (i.e. due to the fact that the real field
decreases faster with distance than the dipolar field in the
vicinity of geostationary orbit). Recalling that in this work
we have only “conservatively” modeled the field stretching
during the growth phase, we expect higher stretching to
lead to even higher energization and particle source closer
to Earth. A related conclusion we draw from the study is
that relatively modest dipolarization electric fields are suf-
ficient for leading to the large observed increases in particle
fluxes observed during substorms. The lower magnitude of
the electric field needed in the new model compared to the
previous study is more realistic for a typical substorm, there-
fore we can state that the new model provides a better fit
to observations of substorm injections and better explains
the ubiquity of the injections as one of the most reliable
predictors of substorm onset.

It is noteworthy to mention that while in a typical sub-
storm the pulse fields would not be large enough to provide

MeV-range energization, a recent study [Ingraham et al.,
2001] has shown that for a powerful magnetic storm accom-
panied by many substorms during its duration the betatron
acceleration mechanism could explain not only the energiza-
tion of the usual (100s keV-range) electrons, but also of rel-
ativistic electrons (up to several MeVs) observed at geosta-
tionary orbit. Dipolarization during such events would have
to occur in a region significantly wider in azimuth than the
typical substorm current wedge, due to the azimuthal cutoff
mechanism. An alternate way for high-energy particles to
be energized in a narrow pulse would however be multiple
encounters with the pulse as they drift around the Earth
(this would require a huge drift speed and thus is not pos-
sible for hundred keV-range particles). In what percentage
of disturbed events betatron acceleration can lead to MeV-
range energization is, however, still a question that needs to
be answered by future studies.

In the end, we note that while the present model is im-
proved with respect to the previous one that considered a
dipolar background field, there are still aspects of the model
that could undergo refinement in the future. Perhaps one
of the remaining simplifications in most pressing need of be-
ing relaxed is the consideration of 90◦ pitch-angle particles
only. Test particle simulations in time-varying MHD fields
[Birn et al., 1997b, 2003] have shown that these particles
are energized the most; therefore, by only considering them
one could over-predict the injected flux. Other features of
the substorm injection could also be affected by neglecting
other pitch angles: for example, there are indications [e.g.,
Anderson and Takahashi , 2000] from dayside observations
that particles with pitch angles other than 90◦ arrive earlier
at an observing satellite. While these effects would provide
a “smoother” flux, we do not expect them to have a large
effect on the peak flux values or other key injection features.
They could however be a welcome addition in complexity to
our model and smoothen the transition of the model goal
from physical understanding to predictive capabilities nec-
essary for space weather forecast.

Appendix: Analytical Solutions for the
Particle Motion

In this Appendix we present fully-analytical solutions of
the drift equations (15) and (16) in the combined pulse and
background fields, for each of the three parts of the trape-
zoidal dipolarization pulse.

Motion in the first part of the pulse

In the first part of the trapezoidal pulse we have R =
(ξ − ξ1)/∆1 (for more details and plots of particles enter-
ing/exiting each part of the pulse we refer the reader to our
earlier work [Zaharia et al., 2000]). Let us consider a par-
ticle at t = ti at initial position (Ri = R0 + ∆, φi) (where
0 ≤ ∆ ≤ ∆1), R0 is the radial location of the beginning of
the pulse at ti and φ0 − δφ ≤ |φi| ≤ φ0 + δφ in the fields of
the pulse. If the particle enters the pulse radially one has
∆ = 0, otherwise ∆ will have a non-zero value. The radial
solution can be simply obtained from Equation (18):
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The expression above is very similar to the formula found
by Zaharia et al. [2000] for the case of a dipolar background,
except for the second term (negative) on the right-hand side
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(leading to apparently lower radial transport). The solu-
tion above is handy if one knows ξ, e.g. knows that the
particle has exited a certain part of the pulse and wants to
find its actual physical location. However, since in general
ξ = R + V0t is not known, the expression will have to be
inverted to obtain a form t = t(R).

For the azimuthal motion, as before, instead of trying to
find φ(t), it is easier to solve for φ(R). From the ratio of
E × B and ∇B-drifts, we easily find for the motion in the
first and second parts of the pulse:
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The solution of the above equation for our particular form
of R can also be obtained analytically, in a form very similar
to the one in our previous study:
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where 1/a = 1/Ri−[(δ1 + ε)/G1]
2 and G2

1 = 2V0BER3
E/(E0∆1)

are notations similar to the ones in our previous work. In
addition, here we also made the notations δ1 = ∆/∆1 and
ε = V0Bc/E0. Equation (A3) reveals that the only difference
from the formula obtained before [Equation (15) of [Zaharia
et al., 2000]] is the lower value of 1/a, which will decrease
the extent of azimuthal motion compared to the previous
case of a dipolar background.

Now let us analyze the conditions for a particle entering
and exiting the first part of the trapezoidal pulse. If a par-
ticle has its local time within the azimuthal “wedge” of the
pulse when the pulse arrives at its location then it will enter
the pulse radially. If a particle enters the pulse azimuthally,
then φi = φ0 + δφ for protons and φi = φ0 − δφ for elec-
trons. Particles can exit this part (and therefore the whole
pulse) azimuthally (if for example for a proton φ as given
by Equation (A3) is less than φ0 − δφ). Alternatively, a
particle exits this part radially (and enters the second part
of the pulse thereafter) at a position easily obtainable from
Equation (A1), with ξ = ξ1.

An important point to mention here is an effect which
can allow a particle to stay longer in the pulse. Specifically,
a particle is able to reverse its azimuthal motion in this part
of the pulse (see Figures 5 and 10 of [Zaharia et al., 2000])
if the gradient of the pulse magnetic field is larger in mag-
nitude than the gradient of the background field [Li et al.,
1998; Zaharia et al., 2000], and thus could remain in the
pulse without exiting it azimuthally for certain combina-
tions of pulse parameters. For a proton, the eastward drift
term responsible for the reversal effect is the last term in
Equation (A3).

Motion in the second part of the pulse

We now analyze the motion of a particle entering the sec-
ond part of the pulse at time ti and position (Ri, φi), at a dis-

tance ∆ from the end of the second part (Ri = R1 +∆2−∆,
0 ≤ ∆ ≤ ∆2). Obviously, ∆ 6= ∆2 only for azimuthally-
entering particles, and ∆ = ∆2 if the particle enters this
part radially (coming from the first part of the pulse). Since
R = 1 in this part of the pulse, the radial solution can be
obtained from Equation (19) in the simple form
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Comparing the expression above with the corresponding
one for the case of a dipole field (Equation (27) in [Zaharia
et al., 2000]), one again notices that the radial transport
seems to be less effective in the current case (due to the
lower electric field). The azimuthal solution can also be eas-
ily obtained by putting R = 1 in Equation (A2), and is
given by
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again very similar to the formula obtained before, with the
only difference being E0 − V0Bc replacing E0.

Motion in the third part of the pulse

Finally, we analyze the particle motion in the third part
of our trapezoidal pulse, which is characterized by decreas-
ing “pulse” fields, superposed on an increasing background
B-field that becomes dipolar at the end of the pulse. Let
us follow a particle entering this part at time ti and posi-
tion (Ri, φi), where Ri = R2 + ∆3 −∆ (0 ≤ ∆ ≤ ∆3) and
|φi| ≤ φ0 + δφ. For this particle, the radial solution can be
obtained from Equation (21) with the corresponding value
for R:
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which again can be viewed as a solution of the form t = t(R).
Particles entering this part radially (∆ = ∆3) will experi-
ence the largest radial transport. Now regarding the az-
imuthal motion, Equation (A2) is not valid for motion in
the third part of the pulse, and instead we have
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3BERE

3

RR4
+
E0 − V0Bc

V0R2
− E0 − V0Bc

V0RR
∂R
∂R

«
,

(A7)

which is again very similar to the equation for the case with
dipole background [Equation (13) of [Zaharia et al., 2000],
but with E0−V0Bc replacing E0]. This is due to the fact that
the total field configuration in the third part of the pulse con-
sists in the “pulse” field superposed over the time-changing
“background” field, a situation which can be summed as an
“effective” pulse of amplitude E0 − V0Bc superposed over a
time-independent dipolar B-field, of the kind analyzed in
our previous work. We expect therefore the azimuthal so-
lution to be very similar to the one obtained before, and
indeed it is given by
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φ− φi =
6µ

q

»
BER3

E∆3
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1
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− 1
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−

„
1
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− 1

Ri

«5/2
#
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"„
1

b
− 1

R

«3/2

−
„

1

b
− 1
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«3/2
#

+

1

b2

"„
1

b
− 1

R

«1/2

−
„

1

b
− 1

Ri

«1/2
#)

+
µ

qV0

„
1

Ri
− 1

R

«
+

µ
√

b

qV0G3∆3
ln

2R− b +
q

(2R− b)2 − b2

2Ri − b +
q

(2Ri − b)2 − b2

, (A8)

where G2
3 = 2V0BER3

E/[(E0 − V0Bc)∆3], 1/b = 1/Ri +
(δ3/G3)

2 and δ3 = ∆/∆3. From the above expression one
can see that in the third part of the pulse the background
and pulse field gradients give rise to drifts in the same az-
imuthal direction, and so the (westward for protons, east-
ward for electrons) drift is more pronounced than in the
second part.
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